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[1] Hyporheic flow can be extremely variable in space and time, and our understanding of
complicated flow systems, such as exchange around small dams, has generally been limited
to reach-averaged parameters or discrete point measurements. Emerging techniques are
starting to fill the void between these disparate scales, increasing the utility of hyporheic
research. When ambient diurnal temperature patterns are collected at high spatial resolution
across vertical profiles in the streambed, the data can be applied to one-dimensional
conduction-advection-dispersion models to quantitatively describe the vertical component
of hyporheic flux at the same high spatial resolution. We have built on recent work by
constructing custom fiber-optic distributed temperature sensors with 0.014 m spatial
resolution that are robust enough to be installed by hand into the streambed, maintain high
signal strength, and permit several sensors to be run in series off a single distributed
temperature sensing unit. Data were collected continuously for 1 month above two beaver
dams in a Wyoming stream to determine the spatial and temporal nature of vertical flux
induced by the dams. Flux was organized by streambed morphology with strong, variable
gradients with depth indicating a transition to horizontal flow across a spectrum of
hyporheic flow paths. Several profiles showed contrasting temporal trends as discharge
decreased by 45%. The high-resolution thermal sensors, combined with powerful analytical
techniques, allowed a distributed quantitative description of the morphology-driven
hyporheic system not previously possible.
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1. Introduction
[2] There have been many studies of hyporheic exchange,

from pore space to watershed scale, but it remains a chal-
lenge to quantitatively describe the structure and magnitude
of hyporheic flow vectors at high resolution in the field.
Conceptual diagrams of hyporheic flow paths through bed
forms based on hydraulic head differentials are present
throughout the literature, yet the magnitude of these flow
vectors are generally either modeled or inferred from rela-
tively sparse point measurements. Harvey and Wagner
[2000] note that traditional point measurements were likely
inadequate to describe the heterogeneous hyporheic zone in
a useful way, so higher-resolution methods that move
beyond the point scale are necessary. Hyporheic flux rates
not only describe both the quantity of water moving from
the stream into the subsurface, but also govern the residence
time of hyporheic flow paths, which is a first-order control

on the biogeochemical processing of dissolved nutrients
[Vroblesky and Chapelle, 1994; Zarnetske et al., 2011].
Because hyporheic flow occurs over a spectrum of flow vec-
tor magnitudes and residence times [Ward et al., 2010], a
spatially distributed method for measuring hyporheic
exchange in situ must be flexible enough to yield accurate
results under a wide range of flow conditions. Such a
method would be especially useful in streams with compli-
cated morphology and hyporheic exchange patterns, such as
those affected by beaver impoundment [e.g., Lautz et al.,
2010].

[3] Recently there have been advances in the quantitative
application of novel geophysical and analytical tools that
move beyond point estimates of surface water seepage
[Cirpka et al., 2007; Ward et al., 2010; Pidlisecky and
Knight, 2012]. When temperature data is collected through
time at high resolution within the streambed, the diurnal sig-
nal generated by colder nights and warmer days can be used
to determine spatially distributed hyporheic flux dynamics.
The diurnal, quasi-sinusoidal stream temperature signal
propagates into the subsurface via conduction and advection.
With increasing depth in the subsurface, the amplitude of
the diurnal signal originating at the surface is attenuated and
its phase is shifted forward in time. Disparities in the signal
propagation from that predicted by pure conduction are
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attributed to the advection of heat by hyporheic water
[Stallman, 1965; Constantz and Thomas, 1996; Anderson,
2005; Goto et al., 2005; Hatch et al., 2006; Keery et al.,
2007]. Several studies have exploited differences in the diur-
nal signal between two depths in the vertical to estimate hypo-
rheic flux using one-dimensional analytical heat transport
models [Hatch et al., 2006; Keery et al., 2007; Constantz,
2008], and data for these models are commonly collected
with discrete thermal loggers deployed in the field at rela-
tively low spatial resolution [Hatch et al., 2006; Keery et al.,
2007; Lautz et al., 2010; Rau et al., 2010; Schmidt et al.,
2011]. Although this application can provide valuable infor-
mation regarding the average vertical flux condition between
individual temperature sensors, spatial resolution is sacrificed,
which can compromise the interpretation of complex oblique
flow systems. Additionally, the ideal temperature sensor spac-
ing varies with flux magnitude, which in turn may vary with
both depth and time, so the ultimate temperature data set con-
tains a high resolution of temperature observations in both
dimensions to provide flexibility for 1-D modeling and analy-
sis [Hatch et al., 2006].

[4] Environmental applications of fiber-optic distributed
temperature sensing (DTS) permit high-resolution, contin-
uous temperature data collection through space and time
in aquatic environments. DTS systems function by initiat-
ing a light pulse down an optical fiber and determining
temperature along the fiber by measuring the ratio of
temperature-independent Raman backscatter (Stokes) to
temperature-dependent backscatter (anti-Stokes) of the
light pulse [Dakin et al., 1985; Selker et al., 2006b; Tyler
et al., 2009]. The timing of these backscatter returns yields
a measure of location, which for most systems can be
resolved to approximately 0.25 to 1.0 m resolution over
distances of several kilometers. Fiber-optic DTS has gener-
ally been applied to lotic systems to identify longitudinal
temperature anomalies, which are used to locate and quan-
tify groundwater discharge and hyporheic exchange [Selker
et al., 2006a; Lowry et al., 2007; Westhoff et al., 2007;
Moffett et al., 2008; Briggs et al., 2011]. Modified DTS
configurations include wrapping the fiber around a mandrel
to increase spatial resolution dramatically [Selker et al.,
2006a; Vogt et al., 2010; Suárez et al., 2011]. These high-
resolution sensors can be installed vertically in the
streambed to capture the propagation of the diurnal signal
with depth. The only previously published high-resolution
DTS hyporheic application used one vertical profile and
found that this method was especially useful for identifying
heterogeneities in flux with depth [Vogt et al., 2010].

[5] When stream velocities are reduced by beaver
impoundment, their capacity to transport sediment is also
significantly reduced; this results in large quantities of sedi-
ment being retained behind dams and the formation of com-
plex bed forms [Naiman et al., 1986], such as those known
to enhance hyporheic exchange [Harvey and Bencala,
1993; Kasahara and Wondzell, 2003; Gooseff et al., 2007].
Further, small dams drive water through the subsurface by
creating punctuated head differentials along streams [Lautz
et al., 2006; Hester and Doyle, 2008]. Therefore beaver
dams may generate a network of hyporheic flux ‘‘hot
spots’’ governed by heterogeneity around individual dam
complexes, enhancing microbial processing of dissolved
nutrients.

[6] Our primary research interest for this study was to
describe the complicated dynamics of vertical hyporheic
flux in varied streambed morphology over time, while
simultaneously introducing a powerful tool for investigat-
ing streambed fluxes. To do this research using ambient
temperature, custom fiber-optic high-resolution temperature
sensors (HRTS) were designed, constructed and deployed
within the streambed. These specialized sensors were
designed to minimize signal loss, allow in-series configura-
tion, and be durable enough to permit installation by hand
into the streambed. Data were collected continuously for
1 month along vertical streambed profiles upstream of two
beaver dams in the western United States. We then applied
a one-dimensional conduction-advection-dispersion model
to the high-resolution diurnal temperature data to quantita-
tively estimate the vertical component of hyporheic flux.
This allowed us to determine the penetration depth and
structure of shallow hyporheic flow, which is likely most
relevant to biogeochemical processing of stream carbon
and nutrients, and to evaluate the viability and benefits of
using multiple simultaneous fiber-optic HRTS over an
extended period of time in the stream environment. The
observed spatial patterns in flux determined with 1-D tem-
perature modeling were supported with a conservative
tracer injection. Additionally, as hyporheic exchange may
be variable over summer flow recession as head gradients
change, we investigated the temporal nature and correlation
to potential forcing mechanisms of high-resolution vertical
flux patterns.

2. Methods
2.1. Site Description

[7] Cherry Creek in Central Wyoming is a second-order
stream that drains a 30 km2 semiarid watershed on the east
flank of the Wind River Range, and is managed by The Na-
ture Conservancy of Wyoming [Jin et al., 2009] (Figure 1).
The creek supplies approximately half of the flow to Red
Canyon Creek, a stream that has been extensively studied
for surface water/groundwater interaction [Lautz et al.,
2006; Lautz and Siegel, 2006; Fanelli and Lautz, 2008;
Lautz et al., 2010]. After emerging from a narrow canyon,
the lower 3 km of Cherry Creek flows along a relatively
unconstrained valley floor with an approximately 1% grade
and is lined mainly with glacial till and alluvial deposits of
sand and gravel. The annual stream hydrograph is charac-
terized by high spring flows during snowmelt and subse-
quent transition to base flow.

[8] During the summer of 2010 there were 13 beaver
dams of varied size along the lower 1.3 km of Cherry
Creek that had trapped large quantities of primarily fine
sediments, generating large longitudinal steps in streambed
morphology. The two dams specifically chosen for this
study were located 75 m apart, approximately 1160 m
upstream of the confluence with Red Canyon Creek
(Figures 1 and 2). The larger dam, Dam 1, caused a 0.75 m
drop in water surface elevation, while Dam 2 had a more
modest 0.35 m drop at the beginning of the study period.
Because of the high-flow conditions at the time of this
study and recent flood damage and scouring around both
dams, water did not stagnate upstream of the dams and had
velocities comparable to other broad unimpounded sections
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of the channel. The sediments surficial trapped behind both
dams had a D50 of less than 2 mm, and consisted of fine
gravel, sand, coarse clay and silt with abundant organic
particles and the sediment-stream interface was not arm-
ored. The streambed morphology immediately above the

two dams was similar, consisting of one dominant pool
adjacent to a longitudinal bar structure. The bar at Dam 1
was located several meters upstream of the dam step
(Figure 2a), while the bar at Dam 2 extended to the dam
structure (Figure 2b).

Figure 1. The Upper Red Canyon Creek drainage where Cherry Creek emerges from a deep, narrow
canyon into the unconstrained valley floor along which many small beaver dams were located in the
summer of 2010, including Dam 1 (0.75 m) and Dam 2 (0.35 m).

Figure 2. The streambed morphology around (a) Dam 1 and (B) Dam 2. The high-resolution tempera-
ture sensor (HRTS) locations were classified as bar (B), pool (P), or glide (G). The water surface profile
reflects the conditions on 14 July 2010 near the beginning of the study period.

W02527 BRIGGS ET AL.: HIGH-RESOLUTION HYPORHEIC FLUX PATTERNS W02527

3 of 16



2.2. Reach Hydrologic, Geomorphic, and
Climatic Characterization

[9] Stream discharge and mean velocity were measured
daily over the study period at the reach outlet with a top set-
ting wading rod equipped with a handheld acoustic Doppler
velocimeter (SonTek/YSI FlowTracker ADV) that had a
velocity range of 0.001–4.0 m s�1. The channel was modi-
fied to a rectangular shape and cleared of large cobbles to
provide optimal conditions for velocity-area measurements,
and each velocity measurement was integrated for 40 s.
Stream stage was monitored at lower temporal resolution
above each dam by measuring changes in water surface ele-
vation relative to a known datum. Sediment core collection
was attempted at the time of HRTS installation but core in-
tegrity was poor and this data was not used. A spatial sur-
vey of the dams, banks, streambed morphology and HRTS
locations was collected using a Nikon Nivo 5.M total sta-
tion. At the research site, high temporal resolution stream
and air temperature were recorded using loops of the in-line
fiber-optic cable located within the water column or on the
shaded bank, respectively. Groundwater was periodically
monitored for temperature in riparian piezometers adjacent
to each dam, which were screened between 0.75 and 1.0 m
below the land surface, and at deeper downstream water
table wells located outside of the riparian zone.

2.3. High-Resolution Temperature Sensing

[10] To investigate spatial patterns in vertical hyporheic
flux, custom fiber-optic HRTS were constructed and in-
stalled within the subsurface upstream of two dams to

determine the vertical component of hyporheic seepage
flux. The DTS unit used for this application (Agilent Distrib-
uted Temperature Sensor N4386A) had a minimum spatial
resolution of 1 m along optical fiber. Bend-insensitive fiber-
optic cable was wrapped around a standard 4.8 cm PVC
core, 1 m in length, to create a HRTS with 0.014 m vertical
resolution. The fiber-optic cable used for this application,
Corning ClearCurveTM, is designed to minimize light loss
in wrapped configurations and had never been used for
environmental DTS before. Our laboratory tests indicated
signal loss along the wrapped fiber was only slightly higher
than for unwrapped fibers (�1.4 dB km�1) and the strength
of signal transmission permitted several HRTS to be run in
series in dual ended mode. The ClearCurve fibers were
packed in hydrophobic gel and installed within a 1.65 mm
diameter stainless steel tube by AFL Telecommunications.
These cables were wrapped tightly by hand around each
PVC core, which was prethreaded at a specific pitch to
allow a consistent wrap of the fiber-optic cable without
physical contact between consecutive coils, and yield the
desired 0.014 m vertical spatial resolution. The steel tube
protected the fragile glass fiber and allowed for a physically
robust design that could be installed within the compacted
streambed sediments. The threaded PVC rods were wrapped
from top to bottom and the fiber was brought back to the
top along the outside of each HRTS. At least 15 m of fiber
were left at the top of the rod to facilitate connection to the
next HRTS in series (Figure 3).

[11] A total of nine HRTS were installed vertically
within the streambed sediments to at least 0.75 m depth,

Figure 3. A longitudinal cross-section view of a bar-pool-dam sequence and the wrapped configuration
of the HRTS, which provided 0.014 m spatial temperature resolution in the vertical. Two fibers ran
through the stainless-steel housing and were connected through several HRTS in series, the end of which
was spliced and looped to allow bidirectional laser pulses from the distributed temperature sensor (DTS)
to improve calibration. The rods were installed in streambed bars (B), pools (P), and glides (G), and the
inset shows how they were found to cut across a spectrum of oblique hyporheic flow paths that transi-
tioned from vertical to horizontal with depth, patterns that were described using the integrated sliding
analysis windows. The optimal window size (Dz) decreases with vertical flux magnitude.
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five upstream of Dam 1 (B1, B2, P1, G1, G2) (Figure 2a)
and four upstream of Dam 2 (B3, B4, P2, G3) (Figure 2b).
Installation locations were chosen to best reflect the
observed heterogeneities in streambed morphology, which
as discussed above consisted of one dominant pool and bar
above each dam, so the naming scheme has been reduced
to: B ¼ bar, P ¼ pool and G ¼ glide locations. The HRTS
were also installed at varied distance upstream from the
dam structure (Figure 2 and Table 1). Specifically G2, B3,
G3 and P2 were all installed 1 m upstream from their re-
spective dams to control for longitudinal elevation head
change and isolate the effects of morphology and associ-
ated disparities in streambed hydraulic conductivity. To
facilitate installation, a steel pipe with drive point of similar
size to the HRTS was driven by sledge into the bed and
withdrawn to create a guide hole. The HRTS were then im-
mediately inserted into the hole and pounded gently into the
sediments to the desired depth. They were connected in se-
ries using a Fujikura FSM-18S Fusion Splicer to create one
continuous length of fiber that ran out and back through all
of the HRTS consecutively, and was attached at each end to
respective channels of the Agilent DTS unit (Figure 3).

[12] The advantage of this looped configuration was to
allow the instrument to operate in ‘‘double-ended’’ mode,
in which bidirectional laser pulses along the fiber greatly
simplify the calibration processes. Calibration is necessary
because of the inherent attenuation of the laser pulse as it
travels down the optical fiber and passes through spliced
connections [Tyler et al., 2009]. By running the Agilent
Sensing DTS unit in double-ended mode, signals generated
in both directions were integrated, and the optical fiber
properties were determined over the measurement by the
onboard DTS software. The instrument was programmed to
update temperature traces at 1.0 m increments every 10 s
on alternating channels which were integrated at 10 min
time intervals by the DTS software to yield a single temper-
ature estimate every 20 min for each location along the
HRTS array. The DTS system was used to collected tem-
perature measurements from 13 June to 10 August.

[13] The precision of the DTS system in this specific
configuration was 0.2�C (standard deviation) according to
software provided by the instrument manufacturer. The
accuracy of a DTS system is dependent on calibration at
known points, and it was necessary to perform this calibra-
tion continuously over time because of variable instrument
drift which can change the offset between the measured and
true temperatures. The system was kept thermally calibrated

using an ambient temperature water bath, which was mixed
by a 950þ L h�1 bilge pump run continuously over the pe-
riod of data collection. Following the recommendation of
Tyler et al. [2009], 40 m of cable was coiled through the
bath and three Thermochron iButton temperature sensors
with 0.5�C accuracy and 0.0625�C precision were used to
independently monitor bath temperature. We selected a sub-
set of iButtons that most closely measured the central tem-
perature distribution of a batch of 80 and compared well to
a high-precision thermistor, although for this application,
where we compare temperature records at varied depth,
absolute accuracy is much less important than data preci-
sion. During data postprocessing, the entire data set was
adjusted for offset between the 40 m reference coil and the
mean of the independent iButton records. Spatial calibration
of the DTS fiber was accomplished by applying distinct
temperature signals to the cable at known reference points.
The sediment-stream interface was identified for each tem-
perature profile and periodically monitored for possible
changes on the basis of scour and deposition using a water-
proof chemical heat source. No significant change in this
datum was observed over the period of data collection. Dur-
ing data postprocessing, the temperature record for each
individual HRTS was isolated and scaled to the true vertical
distance using the known scale factor of 1.0 m to 0.014 m.

2.4. High-Resolution Vertical Flux Determination

[14] Once the calibrated temperature records for each
HRTS were identified and scaled, vertical flux estimates
were made at high spatial and temporal resolution using
changes in the diurnal temperature signal with depth along
each HRTS profile. Hatch et al. [2006] and Keery et al.
[2007] presented two similar methods to calculate vertical
water flux on the basis of the one-dimensional conduction-
advection-dispersion equation of Stallman [1965]:

@T

@t
¼ ke

@2T

@z2
� q

Cw

C

@T

@z
; (1)

where T is temperature (�C), t is time (s), ke is the effective
thermal diffusivity of the saturated sediment (m2 s�1), z is
depth (m), Cw is the volumetric heat capacity of the water,
C is the volumetric heat capacity of the saturated sediment
(J m�3 �C�1) (a volume weighted average derived from Cw,
porosity (n), and Cs, the volumetric heat capacity of sedi-
ment), and q is fluid flux (m s�1), for which a positive value
indicates downward flow. This equation is solved analyti-
cally using the Hatch et al. [2006] amplitude method as

q ¼ C

Cw

2�e

�z
ln Ar þ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
�þ v2

2

r !
; (2)

where Ar is the ratio of amplitudes between a lower and an
upper temperature signal (unitless), Dz is the vertical dis-
tance between the lower and an upper temperature signal
in the streambed (m), v is the velocity of the thermal front
(m s�1) and �e (m2 d�1) is the effective thermal diffusivity
defined as

Ke ¼
�o

C

� �
þ �jvf j; (3)

Table 1. Morphology and Longitudinal High-Resolution Temper-
ature Sensor (HRTS) Distances Above Beaver Dams 1 and 2

HRTS
Distance From

Beaver Dam (m) Morphology at HRTS Location

B1 4.3 edge of bar, fine gravel/silt
B2 3.1 middle of bar, fine gravel/silt
B3 1.0 middle of bar, fine gravel/silt
B4 1.7 middle of bar, fine gravel/silt
P1 2.7 bottom of pool, fine silt/clay/organics
P2 1.0 bottom of pool, fine silt/clay/organics
G1 1.7 midglide, fine silt/sand
G2 1.0 end of glide, silt/sand/gravel
G3 1.0 midglide (lateral), fine gravel/silt/sand
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where �o is the baseline thermal conductivity of the satu-
rated sediment (J s�1 m�1 �C�1), � is thermal dispersivity
(m), and vf is the linear particle velocity (m s�1); finally, �
is determined by

� ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v4 þ 8��e

p

� �2
s

: (4)

[15] Because the Hatch model is predicated on a sinusoi-
dal temperature signal with a period of 24 h, it is desirable
to filter nonideal field temperature records to better isolate
the sinusoidal diurnal signal, which can be complicated by
both local environmental factors and intrinsic system noise
[Hatch et al., 2006; Keery et al., 2007; Vogt et al., 2010].
This is particularly apparent when using the DTS in this
configuration, as the relatively low HRTS precision (0.2�C)
introduces noise that can complicate analysis of the nonsta-
tionary amplitude and phase information of the diurnal sig-
nal. We used the new MATLAB program VFLUX [Gordon
et al., 2012] as an integrated way to both extract the 24 h
signal from the data and calculate flux at high temporal and
spatial resolution. Specifically VFLUX was used (1) to
low-pass filter the raw temperature record, (2) to isolate the
diurnal component of the temperature signal using dynamic
harmonic regression (DHR) and extract its amplitude (one
half the maximum minus the minimum of the wave) and
phase information, (3) to calculate flux every 2 h at a range
of depths using multiple ‘‘sliding analysis windows’’ to
detect changing flux magnitude with depth, and (4) to use
the Monte Carlo method to incorporate uncertainty in
streambed thermal parameters to assess potential for error
of fluxes around zero m s�1.

[16] First, the original sampling rate of 20 min was
reduced to 2 h through an antialiasing decimation technique
that preserved the diurnal signal information gained by
using the original 20 min sampling rate. This low-pass fil-
tering removed any components of the temperature record
with a period of less than 4 h, effectively eliminating much
of the high-frequency noise introduced by the low HRTS
precision and short-term weather fluctuations. DHR is a
method of nonstationary time series signal processing that
is used to extract periodic signal(s) of interest [Young
et al., 1999], and VFLUX runs the MATLAB Captain
Toolbox program [Young et al., 2010] to perform the DHR
analysis. The Captain Toolbox DHR software has also been
used by previous researchers [Keery et al., 2007; Vogt
et al., 2010], and Keery et al. [2007] specifically notes that
the extracted 24 h temperature signal is not an approxima-
tion or smoothed copy, but a real component of the meas-
ured temperature series.

[17] Subsequently, 2 days of the diurnal signal were
removed from each end of the temperature record to
remove possible adverse edge effects of the filtering pro-
cess [Keery et al., 2007]. VFLUX was then used to deter-
mine vertical hyporheic flux at a range of depths through
the difference in diurnal signal amplitude between any
measured depth and a location deeper in the bed along the
same vertical profile of temperature (equation 2). These
two temperature records bound a ‘‘window,’’ or distance
over which the vertical component of flux is determined

(Figure 3). VFLUX uses the phase information generated
from the DHR program to align analogous points in the
temperature signals at each edge of the window (upper and
lower) and calculate a flux for every 2 h time step using the
amplitude ratio between the two signals [Gordon et al.,
2012].

[18] Because any point estimate of vertical flux is essen-
tially an integration of the vertical component over the
length of the window, we interpret each flux estimate as
representative of the midpoint between the two depths. The
window size is held constant, and incrementally shifted
down the vertical profile as flux is calculated at the same
spatial resolution as the original data set (0.014 m) at every
time step. Therefore the sliding analysis window is used to
create a high-resolution map of vertical flux along the
HRTS profile. It should be noted that although window size
may vary, the spatial resolution of the resultant vertical
flux profile is determined by the HRTS spatial resolution
(0.014 m), and is therefore constant for all windows.

[19] It was desirable to use the smallest window possible
between temperature observations to distinctly identify ab-
rupt changes in flux with depth which would be blurred
when averaging over too large an interval. Additionally, a
smaller window between temperature observations allows
more flux information to be preserved very close to the
streambed boundary, where we can expect flow to be truly
vertical and which can be used to estimate total flux into
the streambed. Although a small sliding analysis window is
desirable for optimizing spatial resolution, higher flux rates
must be resolved using a relatively large window, so that a
decrease in amplitude can be adequately detected (e.g.,
window large enough to generate an Ar < 1). Therefore the
optimal (minimal) size sliding analysis window increases
with vertical flux magnitude (as illustrated in the inset in
Figure 3). Because we may expect the patterns of shallow
hyporheic flux to vary both with stream morphology and
depth, multiple window sizes are necessary to optimize our
interpretation of complicated flow systems. To address this
need, we used six consecutively sized analysis window
sizes along each HRTS profile at increments of 0.014 m.
For example, window sizes of 0.069, 0.083, 0.097, 0.110,
0.124, and 0.138 m were used for the HRTS G2 analysis.
We then generated a composite flux matrix from those six
sliding analysis windows by averaging flux estimates at
analogous depths between the vertical profiles determined
using each window size. This maximized results in high-
flux zones, while still being able to resolve transitions to
low flux at depth with high spatial resolution. The optimal
six window range was determined through trial and error
for each HRTS, as that which generated the most complete
composite matrix with the fewest number of incalculable
values of flux through time and space (e.g., windows for
which Ar is 1 or greater) yet preserve information close to
the sediment/water interface.

[20] It was advantageous to perform these flux calcula-
tions automatically using VFLUX, as six windows inte-
grated over our HRTS lengths and temporal period resulted
in over 100,000 individual 2 h flux calculations per profile.
Additionally, the peak amplitude information generated
during the DHR procedure was used to determine the depth
at which the mean amplitude of the diurnal signal was less
than the 0.2�C precision of the DTS system, which is the
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point at which the signal cannot be distinguished from
noise [Vogt et al., 2010]. This provided an objective mea-
sure of the depth at which to stop calculating flux because
of a lack of signal, and this extinction depth varied signifi-
cantly with the magnitude of downward flux observed at
each HRTS location. Streambed thermal parameter inputs
to the model and their uncertainty range (Table 2) were
estimated through field observation and the relationships
presented by Lapham [1989], and are consistent with the
range of previous investigations of downstream reaches in
the same drainage [Fanelli and Lautz, 2008; Lautz et al.,
2010]. Monte Carlo analysis was performed using the
VFLUX software, which randomly varied all thermal pa-
rameters simultaneously within a standard normal distribu-
tion defined by the corresponding estimated parameter
uncertainty (Gordon et al., submitted manuscript, 2011)
(Table 2). The results from 500 realizations were integrated
to determine 95% confidence intervals around flux values
that ranged from positive to negative through time at the
0.15 m HRTS B3 location using a 0.07 m analysis window.
This allowed the estimation of bounds for determining
whether flux was significantly different than 0 m s�1 under
these site-specific conditions.

[21] Vertical flux rates determined with heat tracing
were compared to nominal travel times [Triska et al.,
1989; Harvey et al., 2005] estimated during a 9 h constant
rate Cl� injection on 8–9 August. Profiles of pore water
were collected in the streambed three times (3.7, 5.3, and
8.3 h into the injection) within 0.2 m of each HRTS using
piezometer nests screened at 0.05–0.10, 0.15–0.20 and
0.30–0.35 m depth intervals. Nominal vertical velocities
were multiplied by the general porosity determined for the
site (0.35), which was assumed to equal effective porosity,
to calculate vertical hyporheic flux which is directly com-
parable to that derived from the temperature records.

2.5. Temporal Evaluation of Flux Patterns

[22] A linear trend analysis was performed for every
depth along each HRTS profile to identify any general
patterns in flux through time. Hyporheic flux patterns may
be expected to change as the streambed pressure head
boundary changes through time because of changing stream
discharge and associated velocity and stage. Therefore,
changes in vertical hyporheic flux over time were compared
to changes in stream discharge over time, as a proxy for
total pressure head change. The strength and significance of

correlation between discharge and vertical flux were
explored for every depth along each HRTS profile.

3. Results
3.1. Reach Hydrologic and Climatic Characterization

[23] Over the period of HRTS data collection (13 July to
10 August 2010) streamflow at the outlet of Cherry Creek
dropped by 45%, from 383.4 to 210.7 L s�1 (Figure 4).
This corresponded to a generally steady drop in mean
stream velocity at the outlet from 0.72 m s�1 to 0.55 m s�1,
while stage decreased by approximately 10% above both
dams 1 and 2. The ambient air temperature showed no sig-
nificant trend over the month but fluctuated between 5.4�C
and 36.3�C, with notably warmer and colder stretches
(Figure 4). These short-duration temperature changes were
strongly dampened in the stream where temperature varied
only between 10.0�C and 17.7�C because of relatively high
flow conditions and velocities which maintained the cold
base flow/snowmelt signal after the stream emerged from a
deep, shaded canyon 2 km upstream. The diurnal signal in
the stream, which is the input signal to the streambed, had
a small amplitude that varied between 0.6�C and 1.9�C
with ambient weather conditions (Figure 4). Repeat differ-
ential gauging at the head (264.6 L s�1) and tail (256.6
L s�1) of a 650 m reach encompassing both dams on 29
July yielded mean values that varied less than 3% over the
reach, or the mean error estimated with the FlowTracker
instrument (SonTek/YSI FlowTracker ADV).

3.2. High-Resolution Temperature Sensing

[24] For all HRTS, the diurnal signal was evident at shal-
low depths and was most pronounced during the continuous
period of warm weather from approximately 27 July to 2
August. Additionally, there was a time lag (or phase shift)
and reduction in amplitude of the diurnal signal with depth;
these effects varied strongly by location, indicating varied
magnitudes of heat transport into the subsurface (Figures
5a and 6). The nearly vertical patterns of amplitude with
depth depicted in Figure 6 for the G1, G2, G3 and B4 loca-
tions indicate conservative transport of the diurnal signal

Table 2. Estimated Thermal Properties of the Saturated Streambed
Used for 1-D Modeling of Vertical Hyporheic Fluxa

Thermal Parameter Estimated Value

Porosity n 0.35 (0.05)
Volumetric heat capacity of

the sediment Cs

2.09 � 106 (8.4 � 104) J m�3 �C�1

Volumetric heat capacity of
the water Cw

4.18 � 106 (1.3 � 104) J m�3 �C�1

Thermal dispersivity � 0.001 (0.0001) m
Thermal conductivity of the

saturated sediment �o

1.4 (0.21) J s�1 m�1 �C�1

aThe estimated uncertainty (standard deviation) of each parameter used
for the Monte Carlo analysis is given in parentheses.

Figure 4. Daily discharge and both air and stream tem-
peratures at Cherry Creek over the period of record. The
ambient air and stream temperatures had no consistent
trend over the period, and the stream strongly muted the
ambient air temperature and diurnal oscillations.
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(high flux). Temperature was plotted by depth through time
along each profile to explore patterns in the propagation of
heat (Figure 7). Similar patterns of thermal transport were
observed within analogous morphological units, with the
most variability among the four HRTS installed within
bars. The bar profiles farthest from the dam, B1 and B2, had
the shallowest propagation of the diurnal signal, while pro-
files B3 and B4, located closer to their respective dams,
showed a more pronounced propagation of the diurnal sig-
nal (Figures 6 and 7 and Table 3) and greater transport of
heat to depth.

[25] The temperature patterns for the two HRTS installed
within the bottoms of pools, P1 and P2, were very similar,

having the coldest temperatures at depth of any of the
HRTS locations (Figures 6 and 7). Temperatures from
deeper than 0.7 m ranged between 10.0�C and 12.0�C over
the first half of the month, which was comparable to the
temperature of groundwater sampled in the deep hillslope
water table wells (10.6�C–12.6�C), but lower than the tem-
perature of adjacent riparian wells (approximately 14.0�C).
The HRTS located along glides close to the dams, G1, G2,
and G3, had consistently strong penetration of the diurnal
signal, as indicated by the vertical banding of the tempera-
ture signal with little apparent phase shift shallower than
the 0.2 m depth (Figure 7). As with the B3 and B4 bar loca-
tions, there was notable propagation of heat to the deepest
locations of HRTS profiles (greater than 0.7 m), although
the diurnal signal was generally indistinguishable there
because of attenuation below the HRTS precision.

3.3. High-Resolution Vertical Flux

[26] Attenuation of the diurnal signal amplitude to less
than 0.2�C was used to determine the depth to which the true
diurnal oscillation of temperature could be distinguished
from measurement noise and therefore the maximum depth
at which flux could be reasonably determined. This depth
varied greatly by HRTS location but was greatest at the
glides and location B4 (Table 3). Sliding analysis windows
of optimal size for the 1-D model were applied to the data
from each HRTS, as described in Methods, and results using
those analysis windows were integrated to produce quantita-
tive vertical flux matrices by depth through time (Table 3
and Figure 8). The flux profiles had distinct boundary transi-
tions from positive (downward) flux near the streambed
interface to no positive vertical component at specific depths,
though this depth varied strongly by morphologic unit. The
median flux value at each depth was determined over the
entire period of record to facilitate inter-HRTS comparison
and more clearly depict spatial patterns (Figure 9).

Figure 5. (a) The extracted diurnal signals over several days in late July 2010 for all depths that had
signal amplitude greater than HRTS precision (0.2�C) along the G2 profile. Increasing depth into
the streambed was characterized by the reduction of signal amplitude and phase shift forward in time.
(b) The changes in the amplitude of the stream diurnal signal (thick black line) through time and subse-
quent reduction with propagation into the streambed along G2 until the HRTS precision was reached
(dashed line).

Figure 6. The variable attenuation of the diurnal signal
with propagation into the streambed along each HRTS
profile. The sensor precision is marked by the vertical
dotted line.
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[27] Similar to the patterns of amplitude with depth
described in section 3.2 (Figure 6), patterns of vertical flux
with depth at the bar locations were the most heterogeneous
of the morphologic units. At the two most upstream bar
locations (B1 and B2) vertical flux was modest at the bed
interface (less than 0.4 m d�1) and both had a very shallow
penetration depth of 0.12 m, above which vertical flux had
a positive vertical component (Table 3 and Figures 8 and
9). These patterns also showed a transition to negative flux
below the 0.12 m depth, at which the diurnal signal was still
relatively strong (greater than 0.5�C). The other bar loca-
tions, B3 and B4, were located closer to their respective
dam step and had much higher vertical flux at the bed inter-
face (approximately 0.9 m d�1), although flux at B3 was
again very shallow and had no detectable vertical compo-
nent below 0.18 m. In contrast, the vertical flux at B4 was
strong (greater than 0.7 m d�1) above 0.35 m, and below it
transitioned to no vertical flow at a depth of 0.5 m, which
was the deepest penetration of downward flux along any
profile. The temporal flux patterns at B4 were the most
variable, and no flux could be determine for several discrete
time periods and depths because of amplitude ratios
above 1.0.

[28] The flux patterns observed at the pool locations (P1

and P2) were very similar, although P2 was much closer to
the respective dam step (1.0 versus 2.7 m) (Figures 2, 8,
and 9). Vertical flux was determined to a depth of 0.16 m
in both locations, and produced negative values by 0.12 m
(Table 3). Flux at the bed interface at P2 was slightly

greater than at P1 (0.4 versus 0.3 m d�1, respectively),
although these values were quite modest and similar to
those observed at the two upstream bar locations. Both pro-
files showed a change to negative flux with depth, and this
effect was most noticeable at P1. The depth of transition to
negative flux varied by approximately 0.05 m and showed
similar temporal patterns between profiles.

[29] The glide locations (G1, G2, and G3) had consis-
tently strong vertical flux which extended deep into the
subsurface (Table 3 and Figures 8 and 9). At the streambed
interface of G1 vertical flux was 1.3 m d�1 and attenuated
quickly at shallow depths, then in a slow linear fashion
until there was no vertical component by 0.34 m. G2 was
located in the same glide, 0.7 m downstream of G1, and
1.0 m from the dam step (Figure 2a). The shallowest me-
dian vertical flux at this location was 1.6 m d�1, which was
the largest value determined for any HRTS. Flux could not
be estimated for the zone 0.0 to 0.06 m below the sediment
water interface because amplitude ratios were so high that
the largest HRTS spacings (0.097–0.166 m) of any profile
had to be used. The vertical flux component was greater
than 1.5 m d�1 above 0.12 m, then dropped off rapidly
before leveling off and dropping off again until being extin-
guished at 0.45 m (Figures 5, 8, and 9). G3 was located at
the glide of the downstream dam, also 1.0 m back from the
respective dam. Initial vertical flux here was greater than
1.4 m d�1 above 0.08 m, below which it quickly fell off
to 0.6 m d�1 and reduced at a slower rate until reaching
0 m d�1 at 0.41 m.

[30] The Monte Carlo uncertainty analysis based on a
plausible range of streambed thermal parameters (Table 2)
indicated that flux estimates were most precise at approxi-
mately 0.4 m d�1, while uncertainty increased as flux tran-
sitioned to negative through time at the 0.15 m B3 location
(Figure 10). The 95% confidence interval was used to
determine when flux estimates may be considered signifi-
cantly different from zero m d�1 under these system-spe-
cific conditions. This range was found to be 60.1 m d�1,
and these bounds were applied to the median flux estimates
as a guide for flux pattern interpretation (Figures 9 and 10).

[31] Hyporheic pore water was collected three times dur-
ing a 9 h constant rate Cl� injection on 8–9 August to esti-
mate flux rates and hyporheic connectivity in support of the
1-D vertical flux modeling. All sampling locations and

Figure 7. The temperature records at 0.014 m spatial and 2 h temporal resolution for representative bar
(B3), pool (P2), and the glide (G2) profiles. Each ‘‘pulse’’ of hot color indicates the propagation of the
warm daytime signal from the sediment-water interface into the streambed.

Table 3. Optimized Sliding Analysis Window Range and Vertical
Flux Calculation Depth Along Each Profile

HRTS

Range of Six Analysis
Window Spacings,
Every 0.014 (m)

Maximum Depth at
Which Flux Could Be

Resolved (m)

Depth of Transition to
No Positive Vertical

Flux (m)

B1 0.014–0.083 0.17 0.12
B2 0.014–0.083 0.16 0.12
B3 0.055–0.124 0.28 0.18
B4 0.083–0.152 0.57 0.50
P1 0.014–0.083 0.21 0.13
P2 0.014–0.083 0.20 0.14
G1 0.069–0.138 0.41 0.34
G2 0.097–0.166 0.52 0.45
G3 0.083–0.152 0.50 0.41
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Figure 8. Vertical flux through time along each profile to the 0.5 m depth, with notable similarities by
the general streambed morphology classification: B (bar), P (pool), and G (glide). The white area on the
graphs indicates the depths at which the vertical component of flux could not be resolved because of
minimal diurnal signal propagation.

Figure 9. The median vertical flux for the study period
with depth for each HRTS profile; the dashed lines show
the region flux that may not be considered significantly dif-
ferent than zero (60.1 m d�1) on the basis of a reasonable
range of thermal parameter uncertainty.

Figure 10. The 95% confidence interval around flux
through time at the 0.15 m depth along HRTS B3. The loca-
tions where flux was zero (circles) were used to determine
the 60.1 m d�1 where flux estimates could not be consid-
ered significantly different from zero (dashed lines) on the
basis of thermal parameter uncertainty.
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depths had elevated levels of Cl� 8.3 h into the injection,
indicating all locations were connected to the stream. Loca-
tions G2, G3 and B4 were composed of over 80% stream
water at 0.3 m depth by the end of the tracer injection.
These locations corresponded to the highest modeled verti-
cal flux rates of greater or equal to 0.69 m d�1. Locations
composed of less than 50% stream water at a shallower
depth of 0.15 m at the end of the tracer injection corre-
sponded to locations with modeled vertical flux rates of
less than 0.4 m d�1. In general the Cl�1 tracer arrival times
were inversely correlated with flux rates determined with
the 1-D model, but there was some significant variability
especially along the bar profiles.

3.4. Temporal Evaluation of Flux Patterns

[32] The linear trend analysis revealed that B1 and B2 had
increasing flux through time while B3 and B4 had decreas-
ing flux at shallow depths. Correlations between flux at
every depth and stream discharge, with p � 0.01, were plot-
ted by depth for each HRTS, and several consistent patterns

were evident (Figure 11). As expressed in the linear trends,
the two most upstream bar locations had similar, strong
negative correlations with discharge (more negative than
�0.5) within the upper 0.1 m of the bed, indicating
increased seepage as flow decreased. There was a brief tran-
sition to weaker positive correlation at depth corresponding
to the change to negative flux. The downstream bar loca-
tions had generally strong (B3) or moderate (B4) positive
correlations to discharge over the upper 0.2 m, indicating
different mechanisms controlling flux between the upstream
and downstream bar locations (Figures 11, 12). Correlations
at the pool locations were variable; P1 had the only other
consistently negative correlation to discharge (apart from
the upstream bars) within the upper 0.1 m, and the down-
stream P2 had little correlation in this range. At depth, both
pool locations showed moderate, positive correlations
between flux and discharge, at the same depth as the transi-
tion to negative flux. Finally, glide locations G1 and G3 had
positive correlation between flux and discharge at most
depths, while G2 had positive correlation over only a narrow
range of depths. In summary, where amplitudes were rela-
tively high and flux estimates more reliable, most locations
showed positive correlation to discharge. The exception was
the most upstream bar and pool locations (B1, B2, P1),
which had a consistently strong negative correlation to dis-
charge at shallow depths.

4. Discussion
4.1. High-Resolution Temperature Data and
Vertical Flux Method

[33] The raw high-resolution temperature data revealed
many interesting and valuable attributes of the subsurface
condition upstream of beaver dams, even before the 1-D
flux calculation was applied. Attenuation of the diurnal sig-
nal amplitude showed significant variation between the var-
ious HRTS locations. The upstream bar (B1, B2) and pool
(P1, P2) profiles had heat transport that was dominated by
conduction as seen by the strong dampening of the signal
amplitude with depth. Conversely, the glides (G1, G2, G3)
and downstream bar locations (B3, B4) had strong initial
signal transmission because of high advective hyporheic
transport. In addition to the inter-HRTS location variabili-
ty, the amplitude of the diurnal temperature signal did
not decline uniformly with depth at any profile (Figure 6),
indicating that advection of heat and associated vertical
hyporheic flux was not uniform with depth. Without prior
knowledge of the flow system at each profile location, tra-
ditional deployment of fewer fixed-depth temperature sen-
sors [e.g., Hatch et al., 2006; Keery et al., 2007; Fanelli
and Lautz, 2008; Anibas et al., 2009] would have been
inadequate to resolve the change in temperature amplitude
and associated changes in vertical flux. Additionally, the
ideal analysis window spacing at our profiles was not uni-
form, so deployment of fixed-depth sensors would have
likely resulted in poor resolution of flux at some locations.
The Figure 3 inset shows how using a large vertical sensor
window in a variable oblique flow system would obscure
the transition to horizontal flux with depth, and the neces-
sity for multiple window sizes. Fundamentally, using the
high spatial resolution temperature data, combined with
flexible analysis window spacing, is beneficial when

Figure 11. The correlations between vertical flux over
the study period (every 2 h) and discharge with significance
greater than p ¼ 0.01, plotted by depth for each HRTS. Sig-
nificant positive correlation was generally observed at the
glides (G1, G2, and G3) and lower bar sites (B3 and B4),
while the upstream bar locations (B1 and B2) had strong
negative correlations within the upper 0.1 m of the bed,
indicating increased seepage as flow decreased.
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estimating flux patterns that are variable in space and time,
because of the sensitivity of flux resolution to Dz [Hatch
et al., 2006]. By combining six analysis window spacings,
optimized to the range in flux observed along each profile,
locations of high flux were quantified while still resolving
transitions to low flux at depth with high spatial resolution.
The resulting flux matrices effectively integrate the benefits
of a range of analysis window spacings (Figure 8).

[34] Before any reasonable discussion of variable verti-
cal flux can be made, it is crucial to understand how flux
could vary along a vertical profile, particularly when using
a 1-D flux model. Flux is a volume, so although in true 1-D
flow pore water velocities can vary with effective porosity,
the volume of water passing through a medium in 1-D at
one time cannot. This may appear to create a mass balance
problem when vertical flux patterns vary along a vertical
profile; however, in shallow hyporheic flow cells, as we
may expect around both bed forms and steps in the water
surface profile, a vertical profile will ultimately cut across a
series of different of flow paths each with their own flux
mass balance (Figure 3). These types of flow cells have
been predicted and documented by a multitude of hypo-
rheic research [e.g., Harvey and Bencala, 1993; Kasahara
and Wondzell, 2003; Cardenas et al., 2004, Gooseff et al.,
2006; Lautz and Siegel, 2006; Buffington and Tonina,
2009]. The variability in hyporheic flow path magnitude,
length and residence time has been considered as an expla-
nation for why hyporheic exchange has power law behavior
[Haggerty et al., 2002; Gooseff et al., 2003; Cardenas
et al., 2008]. The shallow hyporheic flow patterns concep-
tualized by Buffington and Tonina [2009] show that in step
pool sequences, analogous to beaver dams, flow paths
upstream of the step are initially vertical but transition to
the horizontal with depth, while deeper, long flow paths are

almost completely horizontal. This transition is caused by
head pressures along a flow path equalizing with depth to
the downstream discharge point, or the presence of a hori-
zontal layer of low permeability. This concept is likely
valid for the Cherry Creek reach which showed no change
in net streamflow over the beaver dams, and therefore no
diverging flow at depth as may be expected in the ground-
water mounding below losing streams. Additionally, the
presence of cold water at depth at the pool locations indi-
cated the shallow hyporheic flow cells are underlain by
deeper down-valley flow paths. This type of strong shallow
vertical hyporheic flux which diminishes with depth has
recently been observed in streams using various heat trac-
ing methods [Vogt et al., 2010; Jensen and Engesgaard,
2011], and likely results from the transition to oblique then
horizontal flow paths down the profile.

[35] For this setting a spectrum of hyporheic flow paths
along a vertical profile will likely transition to the horizon-
tal plane with depth, therefore the assumption must be
made that the 1-D flux model used for this analysis is valid
for determining the vertical component of oblique flow. For
example, Lautz [2010] showed this assumption to be theo-
retically true through a numerical modeling exercise using
VS2DH [Healy and Ronan, 1996]. The author’s results
indicate that the vertical component of the flow vector at
any point within a two-dimensional flow field is well
described by the 1-D model. Absolute errors of vertical flux
estimates are greater than 50% when flow is dominated by
the horizontal component (vz :vx < 0.31), in part because
the values of vz are so small. Despite this difference, the
1-D model estimates of flux are much more representative
of the vertical velocity vector, rather than the total or hori-
zontal velocity vectors. Consequently, the high-resolution
temperature data gives us both a method to quantify the

Figure 12. The patterns of vertical flux at similar shallow depths (0.05–0.1 m) at the bar locations that
showed (a) strong positive correlation (B3 of �0.72, B4 of �0.49) or (b) strong negative correlation
(B1 of �0.86, B2 of �0.57) to stream discharge through time. The flux at B3 and B4 was of much higher
magnitude initially, but by the end of the period all locations had similar values. The shallow hyporheic
exchange at the bar locations farther from the dam (B1, B2) was likely driven by hydraulic pumping,
which may have been enhanced as stage dropped and flow became more turbulent. Conversely, B3 and
B4 were close to their respective dam where the channel was wide; therefore, flux was probably influ-
enced by the reduction in stream stage and velocity, which would have reduced pressure head on the
streambed.
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vertical component of hyporheic flux across a spectrum of
flow paths, and to determine the depth to which shallow
hyporheic flow has any vertical component. In this way the
high-resolution data set is novel, as it allows us to move
beyond the purely conceptual and model domains, and
quantitatively evaluate a spectrum of vertical hyporheic
flow vectors measured in the field. It should also be noted
that the Ar analytical method was chosen for this investiga-
tion because it is least affected by nonideal field conditions
[Hatch et al., 2006; Lautz, 2010]. Models based on the
phase shift of the diurnal signal with depth presented by
both Hatch et al. [2006] and Keery et al. [2007] were
also used for this data set and erratically produced unrea-
sonably high results (e.g., many estimates of flux greater
than 10 m d�1 for all profiles).

4.2. High-Resolution Vertical Flux Patterns Above
Beaver Dams

[36] The median flux with depth showed patterns that
indicated both streambed morphology and proximity to the
dam exerted strong controls on hyporheic exchange
upstream of the beaver dams. The bar locations farthest
away from the dam (B1 and B2) were likely dominated by
‘‘pumping model’’ type exchange [e.g., Elliot and Brooks,
1997] and showed shallow (less than 0.12 m) and modest
(less than 0.4 m d�1) vertical flux along hyporheic flow
paths. The pools (P1 and P2) had a similar flux condition to
that of the upstream bar sites (B1 and B2), even though the
pools were much closer to their respective dams, and in
close proximity to glide profiles that showed significant
flux. The collection of fine particles in the pools may have
reduced hydraulic conductivity and subsequent flux into
the subsurface.

[37] Despite this, vertical flux through pool bottoms
measured in this study was significantly higher than in pre-
vious investigations, which found very modest seepage
(approximately 0.05 m d�1) of stream water through pools,
despite large negative hydraulic head gradients [Fanelli
and Lautz, 2008; Lautz et al., 2010]. The combination of
low flux and high gradients in these studies was attributed
to the collection of fines within the pools that may have
greatly reduced hydraulic conductivity and impaired hypo-
rheic flux. This condition likely played a lesser role at the
Cherry Creek pools, as only a surficial layer of silt and clay
was observed at those locations, and much of this fine
grained material had been scoured out during the extremely
high snowmelt flows that occurred in late spring, immedi-
ately preceding this work. Another reason why pool loca-
tions had a reduced vertical flux component compared to
the neighboring glide locations at Cherry Creek is that the
bottom of the pools were at a lower elevation than the sur-
rounding bed (Figure 2), and even below the downstream
water surface at Dam 2. In such a configuration, pressure
head would change rapidly with depth into the streambed
and we may expect any hyporheic flux through the pool
bottom to be dominated by the horizontal component,
which we cannot distinguish from low total flux using this
method.

[38] We found much higher flux in the upper bed at the
glides (G1, G2, and G3) and lower two bar locations (B3 and
B4) of 1.6 to 0.9 m d�1, exceeding fluxes determined for sim-
ilar depths at small downstream beaver and anthropogenic

dams evaluated in previous investigations using lower reso-
lution temperature modeling (less than 0.5 m d�1) [Lautz
et al., 2010; Fanelli and Lautz, 2008] (Figures 8 and 9).
Our vertical flux values are more similar to the lower end
of flux rates found using high-resolution temperature meth-
ods in a losing section of a large gravel bed river [Vogt
et al., 2010]. These results indicate that a significant vol-
ume of stream water is moving into the subsurface above
beaver dams at Cherry Creek, but this infiltration is patchy
and found generally at glides and sediment bars close to
dams. Both of these morphological units were observed to
have coarser-grained sediments than the bottoms of pools,
and the pressure head along glides should also contain a
significant velocity component that would add to the eleva-
tion head gradient caused by the dam alone. The B4 profile
was located very close to the estimated edge of a glide and
had particularly high flux and the most temporal anomalies,
often showing increasing flux with depth. Stream bar
deposits are known to have heterogeneous layers [Weiss-
mann and Fogg, 1999], potentially creating highly oblique
flux conduits at depth. This could produce zones of incalcu-
lable flux, yielding noisy or bare zones in the flux matrix as
seen along this profile.

[39] As a common characteristic, similar magnitude
fluxes were found at these locations for both sized dams,
suggesting that once a threshold in water surface step is
exceed, flux rates into the bed are limited by the general hy-
draulic conductivity of the sediments. High vertical flux
zones at both dams also had similar transitions to horizontal
flux with depth by approximately 0.5 m caused by head
equilibration with depth and potentially the presence of
confining layers. Lautz et al. [2006] predicted similar shal-
low flow cells (less than 1 m in depth) using numerical
models, and concluded they likely dominate the biogeo-
chemical processing capability of the hyporheic flow
observed around beaver dams.

[40] For several of the low-flux sites there was an appa-
rent shift to upwelling at depth (Figure 9). This scenario
was unlikely on the basis of any reasonable physical pro-
cess, so a Monte Carlo uncertainty analysis was performed
over a reasonable range of sediment thermal properties to
determine if the estimated negative flux was significantly
different from zero (Table 2). The results of the analysis
indicated uncertainty was at a minimum when vertical flux
values were approximately 0.4 m d�1 (Figure 10), and
increased as flux diminished and switched to negative
through time at the 0.15 m HRTS B3 location. This yielded
an uncertainty range of 60.1 m d�1 around a zero flux esti-
mate, indicating that the reversal to negative flux values at
depth determined for the bar and pool locations were signifi-
cant on the basis of streambed thermal property uncertainty
alone. This is interesting because for many of these depths
the diurnal temperature amplitude was still discernable from
instrument noise (0.3�C–0.7�C), although at these depths
there were higher signal to noise ratios and presumably
lower confidence in flux estimates as a result. We cannot
rule out that the observed upwelling at depth was valid,
potentially caused by horizontal flow encountering clay
lenses and being forced upward. More likely the stronger
thermal gradients observed with depth at the pool and bar
locations may have contributed to error using the 1-D model
at depth there, as the presence of a thermal gradient, which
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violates model assumptions, has been found to affect flux
calculations especially under low vertical flow conditions
[Lautz, 2010].

[41] The Cl� tracer served to support the interpretation
that the streambed profiles in Cherry Creek had hydraulic
connection to the stream and showed varied rates of hypo-
rheic flux, and is in concordance with earlier work that has
shown good agreement between solute and thermal tracers
[Constantz et al., 2003]. The relatively high flux rates at
glides, as determined through heat transport modeling,
were supported by the high percentage of surface water at
these locations, based on Cl� enrichment, and the mini-
mum median flux estimates based on the tracer arrival
time, which were 0.81 m d�1 for the 0.15 m depth at all
glide locations. The tracer-derived flux estimates are a min-
imum because of low temporal sampling resolution, and
because the Cl� flux estimates were made assuming pure
vertical connection of all points to the surface; any longer,
oblique flow path would result in a higher flux estimate
using the tracer data. The low-flux temperature profiles
were also generally well supported by the Cl� data.

4.3. Temporal Evaluation of Flux Patterns

[42] Significant positive correlations were found between
falling stream discharge and temporal changes in flux at the
glides and downstream bar locations (B3 and B4) at inter-
mediate to deep profile depths (Figure 11). As discharge
decreased over the period of observation, so did stage and
velocity, all of which may serve to reduce pressure head
along the bed, and in turn reduce vertical flux with depth at
these locations. In contrast, however, the upstream bar and
pool locations (B1, B2, and P1) unexpectedly showed signifi-
cant increase in shallow vertical flux with decreasing dis-
charge. A comparison can be made between the downstream
bars close to the dam (B3, B4) and the upstream bars farther
back from the dam (B1, B2) at similar depths, which show
opposite correlations with stream discharge (Figure 12). The
shallow hyporheic exchange at the bar locations far from
the dam were likely driven though hydraulic pumping over
the bar [Elliot and Brooks, 1997]. Flow over the upstream
bars became noticeably more turbulent as stage dropped
and the dam exerted less control over the stream profile
there, a condition that did not occur over the downstream
bar which was closer to the dam and where the stream was
much wider (Figure 2a). The pressure which forces hypo-
rheic interstitial flow may be increased by a transition from
laminar to turbulent flow, enhancing exchange between the
stream and subsurface through time. Cao et al. [2003], who
investigated the ‘‘pool-riffle reversal hypothesis’’ with a
two-dimensional numerical model, showed that as stage
falls, bed shear stress and the Froude number may peak at
the riffle (bar) tail, with a secondary peak at the adjacent
pool head. As the only HRTS profiles which showed signif-
icant increase in shallow hyporheic flux were found at these
morphologic locations, the bar tail (B1, B2) showing the
largest increase and the pool head (P1) showing modest
increase, our field data may support these modeled dynam-
ics. These patterns offer more evidence of the complicated
spatial and temporal nature of hyporheic exchange, and
could only have been captured at high data resolution in
both regards.

4.4. Benefits of Fiber-Optic High-Resolution
Temperature Sensors

[43] We have shown that the high-resolution temperature
records that were collected with these custom sensors pro-
vided the necessary versatility to optimize quantitative flux
analysis. As vertical hyporheic flux was shown to vary by
morphology, distance from the dams, and through time, it
would have been very difficult to a priori predict appropri-
ate analysis window spacings using individual temperature
loggers. The resulting data set would be inherently less pre-
cise, and the complexity of vertical flux patterns shown
across a spectrum of hyporheic flow paths would not be
well described. Precision in flux estimates may be particu-
larly important when scaling up, such as determining total
hyporheic flux at the reach scale using bed temperature as a
proxy to flux rating curves [e.g., Conant, 2004]. If the ini-
tial vertical flux across the sediment water interface is not
well quantified because of inappropriate analysis window
spacing, these errors will be propagated throughout the
interpolation process.

[44] Fiber-optic systems do have significant overhead in
terms of monetary cost and logistical setup. Vertical
‘‘stacks’’ of many individual loggers could theoretically be
used to provide analogous resolution to the fiber-optic
HRTS, but they would all have to be individually calibrated
and adjusted for differential instrument drift over the mea-
surement period. In contrast, the entire nine profile DTS
system collected synchronized temperature measurements
and was kept calibrated for drift using one single record
and procedure. This is extremely important when applying
the 1-D flux model, as relative temperature accuracy is
more important than absolute accuracy, e.g., modeled
fluxes must be based on temperature record differences
between depths resulting from physical processes rather
than instrument error or offset. Although many individual
loggers have higher precision than the DTS system used at
Cherry Creek, the system parameters could have been rea-
sonably adjusted to yield much better HRTS precision as has
recently been shown by Suárez et al. [2011]. Finally,
although temperature precision was relatively coarse (0.2�C),
the method still performed well despite a very modest input
signal (amplitude of 0.6�C–1.9�C) associated with high
stream discharge and cold base flow. Many systems of inter-
est would have larger diurnal amplitude swings during
summer recession, even large rivers [e.g., Constantz et al.,
1994; Vogt et al., 2010]. Moving forward, the spatially dis-
tributed temperature data collected with HRTS may be par-
ticularly useful to inform 2-D and 3-D numerical models
(e.g., SUTRA, FLOW 3-D) which can be used to describe
the total vector of oblique hyporheic flow.

[45] Managing the shear amount of data produced by
high-resolution temperature monitoring systems can be
challenging. Fortunately, programs are available for soft-
ware such as MATLAB which can automate and streamline
these processes significantly. We utilized the program
VFLUX [Gordon et al., 2012] to seamlessly integrate many
existing data manipulation and signal processing tools to
perform many complex processes on large data sets quickly
and cleanly. Over 100,000 individual flux measurements
were generated from pure diurnal signals (Figure 5a)
extracted from the original temperature records for each
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profile above Cherry Creek beaver dams. This kind of com-
putational efficiency allowed us the flexibility to use the
high-resolution records to their greatest potential. This flex-
ibility included integration of multiple-sized sliding analy-
sis windows that allowed us to optimize the evaluation of
vertical flux which was highly variable with depth along
vertical profiles.

5. Conclusions
[46] The purpose of this project was to use high-resolu-

tion temperature data to investigate the complicated hypo-
rheic exchange dynamics observed around beaver dams,
and to evaluate the feasibility and benefits of using multiple
simultaneous fiber-optic HRTS over an extended period of
time in the stream environment. The high-resolution tem-
perature records provided a rich picture of flux through the
streambed with depth through time, and similar patterns of
diurnal signal transport were observed by general morpho-
logic unit above two dams of varied size. The attenuation
of the diurnal signal was used to quantitatively describe the
vertical component of hyporheic flux from the stream into
the subsurface using a 1-D flux model. This flux was patchy
with evident ‘‘hot spots’’ of seepage near the dams though
glides and bars, and more modest shallow flux through
pools and bar locations farther upstream from the dams.
Because hyporheic flux is fundamentally driven by
streambed pressure and resisted by streambed hydraulic
conductivity and competing groundwater inflow, the differ-
ent observed flux patterns resulted both from the proximity
to the dam step and from bed form heterogeneity. Specifi-
cally, shallow vertical flux at the glides and two close bar
locations was 1.6 to 0.9 m d�1, while shallow vertical flux
at the upstream bars and pools was generally less than
0.3 m d�1. These general patterns of flux were supported
with conservative transport of Cl� injected into the stream.
All profiles showed a transition to horizontal flow with
depth across a spectrum of hyporheic flow paths, with a
penetration of vertical flux to approximately 0.45 m at
glides and close bars and only approximately 0.12 m at
pools and upstream bars. Finally, the upstream bars showed
increasing flux with falling discharge over the month,
which may be due to pumping model type exchange, while
the other bar locations showed reduced flux with time,
which may be due to decreasing head gradients over the
beaver dams with decreasing stage.

[47] The HRTS design and installation was successful,
with strong signal transmission allowing the system to be
run in double-ended mode which aided in calibration. As
all HRTS were run inline off the same unit, all data were
on the same time step, and could all be adjusted simultane-
ously for instrument drift over the extended data collection
period. The high-resolution temperature records allowed us
to optimize the analysis window spacings to flux magni-
tude, which was highly variable in space. The fiber-optic
HRTS is a valuable emerging tool, which can be used to
describe hyporheic flow dynamics at high-resolution across
a spectrum of flow paths. These sensors are an important
addition to emerging geophysical and analytical methods
which are moving our descriptions of the heterogeneous
hyporheic zone beyond the point scale, to a more useful
understanding integrated through space and time.
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